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Abstract

A new perspective on traditional energy minimization problems is provided by
a connection between statistical thermodynamics and combinatorial optimization
(finding the minimum of a function depending on many variables). The joint use
of a new method for uncovering the global minimum of intramolecular potential
energy functions, based on following the asymptotic behavior of a system of
stochastic differential equations, and an iterative-improvement technique, whereby
a search for relative minima is made by carrying out local quasi-Newton minimiza-
tions starting from many distinct points of the energy hypersurface, proved most
effective for investigating the low-energy conformational space of molecules.

1. Introduction

The investigation of the “low-energy conformational space” of molecules, and
in particular the search for the global minimum of intramolecular potential energy
functions, represents one of the most challenging problems of molecular mechanics.
No methods capable of determining unambiguously the point of lowest energy of a
conformational energy surface in a deterministic way are known. The usual minimiza-
tion methods, regardless of their inherent peculiarities, suffer from the limitation
of being local methods. In other words, they end up in the minimum “nearest” to the
starting conformation so that, unless a previous detailed knowledge of the energy
surface is available, it is almost an exceptional accident that they determine the
conformation with the lowest possible energy in a given force field. ’
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There are several procedures for solving the global energy minimum conforma-
tion problem in some particular instances. With the so-called “grid search” tech-
nique [1], the energy is evaluated in correspondence with the vertices of hypercubes
generated by dividing up the full angular range of each torsion angle into narrow
intervals (generally 10° to 30°). Once an array of energy values has been produced,
it is possible to assign them to a number of “clusters” of low-energy conformations,
and to carry out local minimizations within each cluster; that of the final conforma-
tions which has the lowest energy is taken as the global minimum. A more effective
version of this method, generally referred to as “augmented grid search™, is based on
the division of the main chain non-hydrogen atoms of any acyclic structure into
overlapping groups, the location of energy minima of all sub-groups on rotating all
torsion angles through 360°, and the evaluation of the lowest energy for all possible
combinations of the local torsional energy minima [1].

The above methods are time-consuming and not very efficient and, in addition,
are restricted to fairly small molecules. For larger molecules, the problem can be
made tractable by turning to an “iterative improvement” technique: one starts with
the molecule in a known conformation and applies a standard rearrangement operation
to all parts of the system in turn until a rearranged conformation that improves the
objective function (i.e. that has a lower energy) is discovered. The rearranged con-
formation then becomes the new conformation of the molecule, and the process is
continued until no further improvements (gains in energy) can be found. This search
frequently gets stuck in a local minimum, so the process should be carried out many
times, starting from different, randomly generated conformations. The best known
example of the iterative improvement technique to the macroscopic rearrangement
processes modeled by statistical mechanics is the Metropolis Monte Carlo procedure [2]
which is, however, normally used to determine the optimal configuration of a system
where intermolecular forces are at work (e.g. a rigid solute molecule surrounded by
many rigid solvent molecules) rather than the best conformation of a single molecule
where interactions of atoms with each other are described by certain intramolecular
potential energy functions.

Based on the iterative improvement approach is a method proposed by Rao
et al. [3] for finding the lowest-energy conformation of molecules, which does not
require the starting point to be close to the actual solution, does not calculate gradients,
and has been claimed to be successful even in cases involving ill-conditioned equa-
tions [4]. This method uses an algorithm of unconstrained global optimization
developed by Bremermann [5] for arriving at the minimum value of a fourth-order
function. Despite a number of successful applications, the latter method has some
severe limitations, in particular the fact that, because gradients are not calculated,
points of the energy surface crossed in the descent to the lowest-energy point do not
correspond to local minima, and the amount of information on the shape of the
surface gained at the end of a computation is very small.
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It is worth mentioning two other algorithms for the global minimization of
functions that, as far as we are cognizant, have not been applied until now to the
conformational case. The “tunneling” algorithm by Levy and Montalvo [6] consists
of two phases: a minimization phase whereby the current function value is lowered
until a local minimum is found, and a tunneling phase which has the purpose of
finding a point, other than the last minimizer found, such that when employed as
the starting point for the next minimization phase, the new stationary point will have
a function value no greater than the previous minimum found. The algorithm developed
by Donnelly and Rogers [7] uses the trajectories of a discrete dynamical system to
sample the domain of an objective function in the search for global minima. The
effectiveness of this algorithm was demonstrated through its application to the opti-
mization of the relative geometry of two rigid propane molecules interacting via
van der Waals forces.

On account of this situation, it is then tempting to revisit the problem of
the investigation of the most stable conformations of molecules, with the goal of
developing techniques capable of maximizing the ratio between the information
obtained on the low-energy conformational space and the time spent to obtain it.

2. New algorithms of search for energy minima

A fundamental question in seeking the global minimum is whether the fact
that it has the lowest possible energy for that particular molecule in that particular
force field has implications that can be exploited to find a solution to the problem
of its discovery. :

Since the conformational states of a molecule are weighted by their Boltzmann
probability factors, it would seem that cooling a molecule to the absolute zero of
temperature would suffice to uncover its minimum-energy state. Actually, however,
low temperature is a necessary, but not sufficient condition for finding the ground
state. As keenly remarked by Kirkpatrick et al. [8], experiments that determine the
low-temperature state of a material — e.g. the growth of a single crystal from a melt —
are done by first melting the substance and then lowering the temperature slowly after
spending a long time at temperatures near the freezing point. Should this not be done,
the substance would get out of equilibrium and form a glass with only metastable,
locally optimal structures and no crystalline order. In analogy with annealing in
solids, Kirkpatrick et al. [8] developed a method of optimization of the properties
of very large and complex systems.

A good description of how a simulated-annealing method can be used to
guide a search towards the absolute minimum was made by Wille [9], with illustra-
tion on the problem of the minimum-energy configuration of equal charges confined
to a sphere.

The use of similar ideas from the adiabatic perturbation theory led Aluffi-
Pentini, Parisi and Zirilli [10,11] to propose a new algorithm, called SIGMA [12,13],



314 C. Tosi et al., Low-energy conformational space of molecules

for global optimization of real-valued functions defined in the N-dimensional real
Euclidean space. This algorithm was subsequently extended to the case where the
function whose global minimum we are seeking is the conformational energy of a
molecule [14]. In the current version of the program, only the torsional geometry
is allowed to change, i.e. both valence geometry (bond lengths and angles) and possible
cyclic sub-structures are kept rigid.

The method looks for a point of absolute minimum by following the solution
trajectories of the stochastic differential equation

dx = =Vf(x)dr + edw(r) (1)

obtained by adding the random perturbing force e dw(¢), where w(?) is a standard
N-dimensional Wiener process, to the “steepest descent” ordinary differential equation
dx = — Vf(x)dt, which represents the motion of the atoms comprising the molecule
under the action of the potential field. Equation (1), known as the Smoluchowski—
Kramers equation, is a singular limit, valid when the inertial terms are negligible
(i.e. when many collisions occur in each time unit), of the second-order equation
of Langevin, which describes the motion of a molecule in a medium in thermal equili-
brium with it. Equation (1) has been widely used to study physical phenomena, such
as chemical reactions and diffusion of atoms in crystals [15].

The original version of SIGMA was used to test thirty-seven problems [12],
and always gave good results, both on ill-conditioned problems and on problems
with many minima (up to ten billions). However, for complex conformational prob-
lems where the potential is theoretically of infinite, but practically of limited range
(e.g. the Lennard —Jones potential), it happened that the minimum found by SIGMA,
although very low, was not the absolute one. A more recent version of SIGMA, called
SIGRAC and based on the method of conjugate gradients [16], has shown a com-
parable performance on the thirty-seven problems mentioned above, while it works
much better than SIGMA when applied to conformational cases.

In all cases we have dealt with so far, the global optimization algorithms
described above have proved able to find a minimum which, within the intrinsic
limitations of any probabilistic method, has been assumed to be the global one. The
likelihood of this assumption would certainly be higher if the result could be borne
out in some way by an independent technique.

For this purpose, we have developed an algorithm which, although not directly
aimed at the detection of the global minimum, has proved to great use in investigating
the low-energy regions of conformational surfaces. The algorithm, called LECSA
(Low-Energy Conformational Space Analysis) [17,18], may be indicated as a
“random-search-plus-local- optimization™ technique. It is similar to the iterative-
improvement techniques described in the first section, but with the substantial dif-
ference that each low-energy point is produced independently of those previously
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generated. Starting from a generic point of the energy surface, obtained with a random-
number generation technique, a local minimization is carried out with a quasi-Newton
method. Several criteria are used to speedup the calculation such that, in its current
version [18], LECSA detects a number of minima (always, so far, including the
global one) approximately an order of magnitude larger than that detected by SIGMA-
SIGRAC, with computer times an order of magnitude smaller. These criteria are based
on the “distance” of starting conformations from the minima already found (evaluated
along both the energy axis and the torsion angle axes), as well as the information
collected about the preferred angular ranges of the internal rotations.

3. A test case: the sugar-phosphate-sugar fragment

As an example of the performance of the joined application of the SIGMA-
SIGRAC and LECSA methods, we have chosen the dideoxyribose-phosphate (“sugar-
phosphate-sugar”, or SPS) fragment shown in fig. 1. This molecule was studied in

Fig. 1. Computer-drawn representation of SPS in a low-energy
conformation (graphical program SCHAKAL by E. Keller,
Institute of Crystallography, University of FreiburgiBr., FRG).

detail over the past few years with the goal of developing a potential energy function
for polynucleotides with parameters best fitted to ab initio energies, computed for
various sets of the five internal rotation angles €, ¢, «, § and vy [19]. Note that SPS
was taken as a test case for the application of the original version of the global
optimization algorithm [14,20]: the conformation it took as the global minimum
was subsequently shown to be the second lowest minimum, both by applying LECSA
and SIGRAC and by running SIGMA in different conditions [21].

The fifty deepst minima of SPS detected by LECSA are listed in table 1 (cf.
also table I of [21]); tables 2 and 3 describe a global minimization ‘“history” for
SIGMA and SIGRAC, respectively. A few comments about the contents of tables 1 -3
appear in order at this point.
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Table 1

Deepest minima of SPS as found by LECSA

No. E € ¢ o g Y
1 - 9781 —-80.1 727 127.6 —97.7 61.5
2 ~ 9463 176.5 176 4 1212 - 956 555
3 -94.11 178 4 - 1789 72.6 - 1074 58.5
4 - 9279 —-756 1758 - 1156 91.3 - 318
5 - 9249 — 786 - 513 -~ 1690 - 1032 57.1
6 - 9227 —-1778 60.0 1259 -973 58.9
7 — 9226 -772 1793 63.9 —1108 56.8
8 - 9205 -77.0 —-471 —947 89.9 —-71.0
9 —-91.31 - 758 - 1738 120.0 -95.0 54.6
10 —91.30 -840 64.6 —- 1168 — 88.7 55.0
11 - 91.26 - 1715 —~ 649 —-1771 —105.0 592
12 —91.04 —-1792 - 5438 —536 —-100.0 55.8
13 -~ 91.00 ~76.6 - 1795 -50 —-90.2 552
14 - 90.87 - 776 74 .6 166.2 93.7 419
15 - 9046 - 771 758 - 1633 101.9 - 56.7
16 —90.33 178.0 174 .8 - 774 57.7 ~ 895
17 -90.26 178.1 ~- 768 - 1096 938 —552
18 -90.10 - 1748 - 727 —- 676 ~ 1014 56.6
19 - 90.06 - 1765 - 1715 - 523 111.6 - 59.2
20 — 8988 - 781 —-504 - 1183 — 884 549
21 — 89.85 -779 — 4938 1456 885 50.0
22 - 8981 177.7 548 - 116.3 — 887 55.4
23 — 89.80 —- 782 —-1702 - 839 57.8 — 947
24 — 89.59 177.6 1796 68.0 — 68.7 - 55.7
25 — 8954 1739 1772 —-1092 91.2 517
26 - 8951 ~78.0 - 1752 - 1195 931 477
27 - 8931 - 1669 - 693 178.7 - 105.1 65.8
28 - 8925 — 1755 - 695 - 1177 — 885 55.1
29 - 89.17 -791 —-520 -1174 918 — 327
30 - 89.12 - 765 1762 — 446 -978 549
31 — 8903 1778 552 1515 88.6 48.0
32 - 88.95 - 1750 - 699 1469 87.1 495
33 - 8891 —-7538 —-1755 690 - 677 - 553
34 — 88.70 —-76.6 - 1756 289 74.6 — 80.4
35 — 88.39 - 780 - 516 167.5 — 748 - 553
36 — 88.37 - 1778 69.6 78.9 —-712 —68.5
37 — 88.17 - 830 65.0 179.3 - 1066 56.6
38 ~ 88.05 1719 1704 6.7 929 — 580
39 - 88.01 ~ 718 87.4 41.6 588 -920
40 — 8763 178 8 179.8 —490 -99.1 55.2
41 — 87.44 178.8 176.3 28.8 939 - 1751
42 — 87.42 -1786 -1740 46.2 1089 - 538
43 — 87.29 —~ 744 80.1 562 108.7 —56.2
44 - 87.14 —-178.1 177.3 326 914 -804
45 — 87,12 179.6 1799 -25 -91.0 56.8
46 - 87.08 - 179.1 —-174 8 27.0 96 .4 44 4
47 - 87.01 -756 -1770 - 1177 - 88.4 55.0
48 — 86.85 1785 —-17938 —118.0 — 88.4 549
49 — 86.80 - 1795 582 519 109.2 —~55.8
50 — 86.70 —-75.6 —-177.1 1479 87.3 493
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Table 2
Minimization history of SPS with SIGMA

NFEV E Type No. € ¢ a B 7
1 — 68.29 1800 180.0 180.0 180.0 180.0
12182 — 83.04 1 178 8 1799 — 60.0 - 649 - 573
15528 —82.11 -1 178.7 —-1791 178.3 —68.8 - 576
23818 — 88.91 1 33 - 758 - 1755 69.0 - 67.7 —~ 55.2
41652 - 79 86 0 - 177.0 - 72.7 169.2 175.7 519
61500 -9226 1 7 —-772 179.4 640 -1109 56.8
103122 — 88.95 -1 32 - 1749 - 698 146 9 87.1 496
118291 —90.06 -1 19 - 176 .4 —-171.4 - 523 111.6 - 592
131133 — 8346 -1 —~179.6 - 557 —~ 545 162.0 - 51.6
172682 —-9201 0 -8 - 775 - 4772 —-94.1 875 - 722
184723 — 85.62 —-1 — 1743 — 689 176.6 —69.6 - 56.6
197800 —85.11 -1 - 80.5 — 580 —~71.5 70.8 — 168.7
250658 — 88.77 0—22 - 1757 60.4 — 1142 — 892 57.7
254965 — 68.78 -1 178.7 —179.6 177.1 1798 -~ 1755
276285 —89.54 -1 25 1739 177.2 -109.2 91.3 51.7
282849 —83.04 -1 1788 1799 - 60.0 - 649 -~ 573
295585 — 8480 -1 —-1755 —-1752 49.0 109.3 - 555
303808 - 87.29 -1 43 -~ 74 4 80.2 56.2 108.8 - 562
314093 - 8959 -1 24 177.6 179.7 68.1 — 68.7 - 557
356348 —91.55 -1 8 —78.6 - 525 — 888 752 -79.1
410041 — 87.28 -1 43 — 749 80.1 569 108.7 -56.1
414213 —-94.11 1 3 1785 - 1789 72.6 - 1074 58.5
438691 - 9781 1 1 - 80.1 727 127.6 —-97.7 61.6
537012 — 8592 -1 1798 57.0 —-1732 10322 - 559
540620 - 9781 1 1 - 80.1 726 127.6 -97.17 615
552885 — 8707 -1 46 - 1791 - 1750 27.0 96.5 44 3
555507 — 9781 1 1 - 80.1 72.6 127.6 97.7 61.5
576853 — 88.39 -1 35 - 1780 - 516 167.5 - 748 - 55.3
577986 - 9781 1 1 - 80.1 727 127.6 —-97.7 61.5
581472 - 9781 1 1 - 80.1 727 127.6 —97.7 61.5

(i) The minima listed in table 1 are arranged in order of increasing energy,
not in the chronological succession they had been detected by LECSA.

(ii) In tables 2 and 3, NFEV denotes the number of function evaluations.
The entry “Type” indicates the fate of a single trial (cf. ref. [13]): O means that the
trial did not converge within the maximum allowed number of observation periods;
—1 means that the trial converged to a minimum whose energy is higher than at
least one of the energies found so far by the program (perhaps in the course, not at
the end, of a former trial); 1 means that the trial converged to a minimum with energy
lower than all of the energies encountered so far by the program. “No.” is the running
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Table 3
Minimization history of SPS with SIGRAC

NFEV E Type No. € ¢ a B v

1 — 68.29 180.0 180.0 180.0 180.0 180.0
148691 -92.79 0 —4 - 1757 175.8 —-1157 91.4 - 318
151562 -6878 ~—1 1787 —1796 177.1 179.8 - 1735
154767 — 68.78 -3 178.7 - 179.6 177.1 179.8 - 1735
157872 -6878 -1 1787 —-179.6 177.1 179.8 - 1735
161296 -68.78 ~1 1787 ~1796 177.1 179.8 - 1735
166723 - 6878 -1 1787 ~179.6 177.1 179.8 - 1735
205440 -9046 -1 15 ~77.0 75.8 - 1633 101.9 - 56.7
266093 -~ 8870 ~1 34 —768 1755 28.9 745 - 80.4
291068 —94.11 1 3 1785 —178.9 726 —107.4 58.4
314533 - 8607 -3 ~ 780 —-50.4 152.0 97.3 - 61.3
399238 — 85.90 0 179.6 57.3 ~ 1733 102.8 -~ 555
457406 - 7121 0 —4 - 1211 166.6 - 64.7 109.9 - 89.3
496668 - 8414 ~1 - 1705 - 71.1 ~ 742 —-69.8 — 56.4
532410 - 9781 1 1 -~ 80.1 72.7 127.6 -97.7 61.5
565747 ~84.14 1 - 1706 -71.1 - 741 - 699 ~56.4
623475 - 8286 1 179.1 56.2 179.2 -~ 68.9 —58.3
637976 -8670 ~1 50 ~-756 —177.1 1479 87.3 49.3
774523 - 85.02 022 - 1765 50.6 —986 —100.1 58.2
900718 -9463 ~1 2 1765 176 .4 121.1 —-956 555
919771 -8985 ~1 21 ~-1779 — 499 145.6 86.6 50.0
986017 -9226 -1 7 -772 1794 640 1109 56.8

992902 - 9781 1 1 -80.1 72.7 127.6 -97.7 61.5

number of minima in table 1. When Type = 0, an arrow indicates the minimum (if
contained in table 1) in which SPS gets down after an independent local minimization.

(iii) Minimum No. 1 was computed five times by SIGMA and two times by
SIGRAC before minimizations stopped. This was the consequence of setting a para-
meter called NSUC at these values before starting the runs. Now, while NSUC = 2 for
SIGRAC has led to minimum No. 1 in all runs (with different starting conformations)
we have carried out up to now, NSUC = 5 for SIGMA has sometimes failed in reaching
minimum No. 1; in addition to the aforementioned case where SIGMA got stuck in
minimum No. 2 see, for example, ref. [22].

4. Conclusions

The availability of several molecular mechanical programs that face the prob-
lem of conformational analysis under a number of different viewpoints puts us in a
good position to obtain multifaceted pieces of information. The particular technique,
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or combination of techniques, to be applied in any given situation depends on many
factors: previous knowledge from other sources on the structural features of the
molecule under examination, availability of computer time, kind of answers hopefully
given to the questions raised about this molecule, etc.

In principle, SIGRAC is a most reliable technique for the detection of global
minimum. Because of this very reliability, NSUC may be kept to very low values:
NSUC =1 has failed in one case up to now (i.e. the first minimum regarded as poten-
tially global by the program was not the true absolute minimum), but NSUC = 2 has
never failed. Unfortunately, the number of function evaluations is high, typically of
the order of 108, and every evaluation requires approximately 0.7 sec CPU time on
our UNIVAC 1100/72 system for a molecule of the size of SPS.

SIGMA is approximately five times faster than SIGRAC, but NSUC should
be given higher values (we have had cases where a molecule got trapped in a relative
minimum even with NSUC = 5), so that the degree of confidence is not as high as
with SIGRAC.

A preliminary investigation of the whole low-energy surface of a molecule
with LECSA is always advisable: this not only gives us a useful cross-check, but also
suggests a convenient choice of starting conformations for SIGMA and/or SIGRAC
(while the final conformation found with both these programs clearly does not depend
on the initial one, the time needed to perform the whole calculation does).

Furthermore, LECSA enables us to compute the statistical weight of con-
formers and the interconversion pathways for those minima that merge into lower-
energy minima from which they are separated through saddle points with energy
smaller than a given threshold: for example, as discussed in ref. [21], minimum
No. 3 of SPS (cf. table 1) merges into No. 2 after overcoming a barrier of approxi-
mately S kJ mol™! at 90° along the a-axis.
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